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CHANGE DETECTION IN TWO IMAGES USING WALSH
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The gray-value function in a local window is approximated by a series of the Walsh
functions. Several terms of this series adequately model the gray-value function in the
window, and the remaining variability can be atiributed to noise. When comparing two
images, one finds the coefficients of the Walsh functions for each consecutive position of
the window in both images. Detection of the change beiween the corresponding windows
is based on the maximum likelihood ratio testing, which consists in deciding between
two hypotheses: Ho — there is no maotion, versus Hy — there is motion. The results of
change detection are presented for images of a natural scene, obtained by means of the
CCD camera, as well as for simulated images subjected to the influence of Gaussian noise.
The computer program described carries out the F-test for the maximum likelihoed ratio.
It is shown that such a program can be successfully used for change detection in image
sequences, )

1. RELATED WORK

Image sequences contain information about dynamic changes in a scene,
which result, for example, from the relative motion of the camera and the
objects in the scene. Before attempting any interpretation of the observed
changes, it is necessary to carry out some preprocessing which determines if
these changes can in fact be attributed to motion. This necessity becomes
quite apparent if one considers that even taking two succesive pictures of
the same scene usually does not result in exactly the same distribution of
the gray values in the images.

Image sequence analysis has received considerable attention over the re-
cent years, as illustrated by the references at the end of this paper, and
includes diversified methods which are used in various situations. In the
following, a short review of these methods, their applications and examples
of images on which they were tested are given.

Most commonly, motion detection and estimation is used in dynamic
scene analysis, moving object tracking, surveillance systems, robot naviga-
tion, obstacle avoidance, and in the coding of image sequences for efficient
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transmission and storage of images. An introduction to motion detection
is given in [1] and [6]. In particular, the author in [6] explains the con-
cept of the optical flow, that is of the field of velocity vectors representing
the motion of each point in the image. The work [1] extends this concept
and considers also the problems of motion understanding. In the paper [7],
an iterative procedure for calculation of the optical flow is given and illus-
trated by using several synthetic image sequences. In the paper [13], the
optical flow for a natural scene of a ski jumper moving across the screen is
calculated.

In the work [9] a technique of segmentation of a scene into stationary and
nonstationary components based on using a moving camera is presented.
The example of the scene contains both moving and nonmoving mechanical
parts and tools in a laboratory environment.

In the paper [25], changes in images are detected in two steps. In the first
step, a sample of the moving object is found by forming the difference image
and finding a set of points enclosed by this image. In the second step this
set is increased by means of a region growing technique so that the whole
of the moving object is recovered. The method was proven to work well
for polygons. Applications to simple laboratory scenes are presented. In
the paper [10], a two-step procedure is given for processing image sequences
in the case of translational motion between the camera and the objects.
The first step, which is a feature extraction process, picks out small areas
corresponding to distinguishing parts of the objects. In the second step,
the direction of translational motion is found by a search for the image
displacement paths along which a measure of feature mismatch is minimized.
The examples given refer to roadsigns as read by a gyroscopically stabilized
camera in a traveling car, as well as to the image sequence obtained with
the camera held by a robot manipulator translating towards some industrial
parts lying on the table. _

In the work {20], a time-varying corner detector is described, which is
based on the AND operation between the cornerness and the temporal
derivative. The corner detector finds the measure of the cornerness in in-
dividual images, and the temporal derivative is calculated as a difference
of the gray values at a point. Examples of image sequences include simu-
lated images with random noise, and natural scenes depicting a moving toy
car. Superposition of time-varying corners with the edges of the object
renders the shape of the moving object. In the paper {2], the maximum
likelihood method for the determination of moving edges is presented. A
spatiotemporal edge in an image sequence is modeled as a surface patch in
3D spatiotemporal space. A likelihood test is developed, which enables one
to detect the moving edges and to estimate their attributes. The method
reduces to convolving the image with a set of masks. The experiments pre-
sented were carried out with sequences of urban scenes and of laboratory
environment,

In the paper[11], a method and a circuit are described for extracting an
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estimate of the velocity of a moving object from the television signal. The
aim of the reported work was to improve efficiency of frame-to-frame coding
by sending only those parts of a frame which have changed in comparison
with the previous frame. The examples given refer to images of mannequins
moved horizontally across the screen. The paper [3] extends the ideas of
the work [11]. The algorithm presented in the paper [3] consists of two
steps. The first step consists in the segmentation of the image into fixed
and moving areas by means of dynamical programming. The second step,
that is the estimation of the displacements, is based on the linear estimation
technique. : ,

In the paper [12], a method is presented for motion detection and ve-
locity computation of large moving objects. The two-dimensional image
sequence is projected on two spatial axes. This results in the generation of
time sequences, and for both spatial axes the two-dimensional fast Fourier
transforms are found. An estimate of the velocity of the moving object is
calculated based on the analysis of the spectrum of both the spatial and
temporal frequencies, The method is applicable to the tracking of multitar-
gets in video data, of dust storms and clouds in weather forcasts, as well as
to highway traffic monitoring, and to the control of robots and autonomous
vehicles. In the work [16], a comparison of several algorithms for moving
target identification is presented. These algorithms were tested on infrared
images obtained from the sensor mounted on the geosynchronous orbit, In
particular, some of these algorithms aim at removing the influence of the
moving background, such as wind-driven clouds, while retaining the sensitiv-
ity with regard to detecting moving objects. In the paper [22], an algorithm
is presented for the detection of small changes in radar images of the same
terrain taken from approximately the same point of view at different times.
The method removes local spatial distortions of one image with respect to
the other. The two images are then brought into correspondence by match-
ing the statistics of their gray-value functions. Subsequently, the gray values
in one image are subtracted from the gray values in the other image. As
an example, detection of a moving tugboat and a barge in a port is shown.
In the paper [18], a method is proposed for the tracking algorithm. In this
method, two Fourier transformations are used. The first one is a space to
inverse-space transform, and the second one is a time to frequency trans-
form, with separate transformations being performed for each of the two
spatial axes. Numerical experiments presented indicate that the noise im-
munity can be improved by averaging frequency spectra., The method was
developed for detecting a moving aircraft by means of a sensor mounted on
a space platform.

2. BACKGROUND

This paper presents the theory and a more comprehensive description
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of the experiments, which were previously reported by the authors at the
ICSP’90 ([15]). This paper extends and develops the concepts given by the
authors of the paper {8] and [14]. In the paper [8],the change detection is
based on the approximation of the gray-value function in a local window
by a bivariate polynomial of the second degree. As an application of this
approach, an example of a sequence of images depicting a street scene with
a car moving across the screen is given in [8]. The estimation of the dis-
placement vector based on the motion detection technique of [8] is discussed
in the paper [14].

~ Inthe current paper the gray-value function of the image is approximated
by the series of the Walsh functions of pixel coordinates. The advantage of .
using the Walsh functions rather than the bivariate polynomials is the sim-
plification of calculations with equally satisfactory results, and the potential
possibility of modifying the window size as well as the number of Walsh func-
tions used. The coefficients of the Walsh functions are found for successive
positions of the window in the image. It was established that one convenient
size of the window is 4 X 4, in which the gray-value function is approximated
by the series containing the first 3 X 3 terms. These nine terms adequately
model the gray-value function, and the remaining variability of this function
can be attributed to the noise generated by sensing and digitizing devices.
When comparing two images, the coeflicients of the Walsh functions for cor-
responding windows in both images are calculated. Detection of a change
between the two windows is based on the test of the maximum likelihood
ratio. This test is similar to the test for the local edge operator described
in the work [24]. More specifically, the maximum likelihood test presented
below decides between two hypotheses:

Hy, which means that the observed gray values in both windows are
compatible and come from the same distribution, and hence there was no
motion in the window.

H,, which means that the gray values in both windows are incompatible
and come from two different distributions, and hence there was a motion.

The maximum likelihood test described below is based on the assumption
that the gray values are corrupted by additive noise with mean value zero
and some unspecified variance, and that there is no correlation between noise
at various pixels of the image.

3. THEORETICAL DEVELOPMENT OF THE METHOR FOR DETECTING
CHANGES IN IMAGES

The gray-value image function, denoted by f(z,y), represents the bright- -
ness of the image at the point with coordinates z,y. These coordinates
specify the row and the column in the image, and their values are natural
numbers. The brightness is also expressed as an integer, in the range from
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zero (black) to some maximum (white). The values of f(z,y) are usually
given by the matrix

£(0,0) w JON 1)

(3.1) | e
FN-1,0) .. f(N-1,N-1)

Typically, it as assumed that the matrix (3.1) represents a square table
of size which is some power of two: N = 2¥, where k — natural number. It
is also assumed that the number of possible gray levels is a power of two:
G =2, where | — natural number. The f(z,y) can be approximated by a
linear expression of the form

(3'2) f*(may) = 60,0990,0(331'9') + ...+ CU,n-——l‘PG,nn-l(m,'y)
oot ot opn—1,0(z, y) + . + Cn1,n—19Pn~1,n—1(2Z,¥) .

In the above equation f*(z,y) denotes the approximating function;
©0.0(%,4); oy Pn1,n-1(2,y) denote the set of some known assumed func-
tions; €g,0 --; €n—1,n~1 are the coeflicients to be calculated, and n < N. The
equation - ' '

(3.3) | f(zyy) = f*(2,9)

should be satisfied with maximum accuracy at all pixels for which the value
of f(z,y) is given. Denoting the number of these pixels simply by p, one
can write out p equations of the type (3.3). Usually, the number p is greater
than the number n X n of unknowns, which results in an overdetermined
system of equations. The solution to such a system is found by means of
the leéast squares method ({4]). In thé case when ¢gg,...;Pn-1,—1 form an
orthonormal set of functions, the calculations are simpler and the coefficients
cuy (where 0 € u,v < n — 1) are found from the equation

»—1
(3.4) Cyp = Z f(ﬁr'i,'yi)(f’u,u(xi;yi) .

=0

In principle the @, , could be arbitrary orthonormal functions, but in or-
der to make calculations as simple as possible, it is assumed in the following
that ¢, , are the Walsh functions g(=z,u;y,v), respectively, of order u, v,

(35) (Pﬂ‘t'(m3 y) = g(:l:,u; ?J,U) H
and are defined by the equation ([5, 17, 19])

m—1 .
(3.6) gz, u;y,v) = %T, H (,,_1)5.-(w)bmuh-.-(u)+b.-(y)bm_1_;(v) ,

=0
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where m — number of bits used in the binary representation of z (and y). The
function b;(z) in the above equation, for a given argument z (and similazly
bi(y)), has the value of the i-th bit in the binary representation of z. For
example, for m = 3 and z = 6 decimal (which is equivalent to 110 binary),
one obtains bp(6) = 0, 5.(6) =1, b(6) = 1.

For any » and v, the values of g(z,u;y,v) are equal to (1/N) with a
positive or negative sign. It can also be proved that the Walsh functions
(3.6) form an orthonormal set of functions.

The following equations are derived for particular values N = 4 and-
n = 3. For any other N or n, the equations would be similar. The value of
the gray-value function fi(z,y) at any pixel (z,y) of the first image can be
expressed as

2 2
(3.7) flz, ) = 23 cuw(@, uiy, v) + e(z, 3),
u=0v=0

where the term e(z,y) denotes a random component of fi(z,y). It is as-
sumed in accordance with the papers [8] and [24] that the variable e(z,y)
has a normal distribution N(0,0%) with mean value zero and variance o? .
Although this assumption may not be satisfied in a general case, the exam-
ples of images of a natural scene in the papers [8] and [24] confirm that it
leads to reasonable results in quite common situations, Under these circum-
stances, the probability density f. of the variable e(z,y) can now be written
as

(38) folefe,0)] = <5 exp [———é%] .

It is further assumed ([8, 24]) that in many practical cases the random
variables e(z,y) at various pixels are independently distributed. It follows
then that the joint probability density for several pixels is equal to the
product of their individual probability densities as given by Eq.(3.8). Hence
for N = 4, the likelihood function L, which is currently defined as the
joint probahbility density for all the pixels in the window in image 1, can be
represented as

(3.9) L(fie,00) = | ]8

| 210
(3 3 2 2 2
Z Z [fl(may)“ Z cu',,g(a:,u;y,v)
2=0y=0 u=0v=0
X expyq — 902 3
1

and depends on fy(z,y), the coefficients ¢, ,, and 0. Using Eq.(3.9) directly -
would result in rather awkward calculations. Taking the natural logarithm
of both sides of Eq.(3.9) leads to much simpler expressions
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(3.10) n L( f1,¢,00) = —=8In(27) — 161n(0o1)

" 207 [E 2. [fl(-'ﬂvy) - Z Zcu,ug(a: u,y,v)] 2] _

=0 y=0 u=0v=0
The coefficients ¢, and variance O'f are unknown, and their estimates
are calculated by finding the maximum of the likelihood function for the
given statistical sample, which in this case represents the structure of the
gray values in the window. This maximum corresponds to the zero value of
the derivatives of In L with respect to ¢, , and ¢y. Differentiating In L with
respect to ¢, , and setting the derivative equal to zero gives

fsinL = — Z Z[fl(m,y) cuwg(z, w9, v) g(2, u; y,'v)] —

(3.11)
! 71 =0 y=0

Performing multiplications as indicated in Eq.(3.11} and using the or-
thonormality property of the Walsh functions, one obtains the estimate of
Cu,v in the form

3

(3.12) bup = 3 Z Az, y)g(z,u;9,)

=0 y=0

which agrees with Eq.(3.4). Differentiating In L with respect to oy and
setting the derivative equal to zero gives

ZE [fl(:r,y) chwg(m u,y,v)} ]

=0 y=0 =0 v=0

51nL

(313)—

Raising the expression in the inner brackets in Eq.(3.13) to the second
power, substituting from Eq.(3.12) into Eq.(3.13), and using the orthonor-
mality property of the Walsh functions, one obtains the estimate of ¢? in
the form

(3,14 ﬁlqzzmM)zz%]

r=0y=0 u=0v=0

The following notation is subsequently used for the two hypotheses:

Hy — the two samples come from the same distribution. The estimates
of the coefficients of the Walsh series and of the variance are, respectively,
&3 &% ,, and 63:

0,0,"'$62,2’ 13}
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Hy — the two samples come from two different distributions. The esti-
mates for the first sample are & 05 .,¢2,2, and &%. Similarly the estimates
for the second sample are do 0 - .,dg.9, and &2.

Summing up, assuming that the hypothesis Hj is true, one finds the
estimates &, , of the coeflicients of the Walsh series for the first window by
substitutions into Eq.(3.12), and the estimates d, , for the second window
by substitutions into the equation -

(315) d‘u.‘u = Z Z f2($1 'y)g(.'l’},’h'.; Y, U) *

=0 y=0

where f(,y) — gray-level function in the second window.
Similarly, under Hq one uses Eq.(3.14) for the estimate of o and

=0 y=0 u=0v=0

for the estimate of o2.
Assuming now that Hy is true, one has to replace {(3.9) by the following
equation for the common likelihood function for both windows

16
(BA1) L(f S o0) = ]

)
2wog

2 3 3 2
> [ﬁ-(z,y) 2 > e9(e, u,y,v)]

t=1x=0y=0 u=0v=0 :
X exp{ — 502 )

which reflects the fact that the current statistical sample consists of the gray
values in two windows.

The estimates of ¢}, , and ot are now found similarly as was the case
when the hypothesis H; was assumed true. Differentiating the logarithm of
Eq.(3.17) with respect to ¢}, and og¢ and setting the derivatives equal to
zero, one finds after some algebraic manipulations the following estimates:

13,3 +d
(318) &, =33 Y [Al=¥) + fale, )] 6o, w,0) = —ﬂ
=0 y=0
and
: 3 3
(319) 3= Ez[fltz,y)m(m,y)]-222‘“ :

=0 y=0 : u=0v=0
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Subsequently one has to find the maximum likelihood estimate of the
structure of the gray values in the window given that Hy is true, or that H;
is true.

The case when H is true will be considered first. Since the estimates Ey
and &7 are known, the joint probability density of getting the given values
of fi(z,y) under Hy can be written as

> 5 [AEn- £ 8 ase u,y,v)]

1 8 r=0y=0 u=0v=0
. P=— -
(3.20) P [%0%] eXp ¢

20’1

= [1/(2n)] e®a77e,

where the right-most expressmn in Eq.(3.20) is obtained by substituting
from Eq.(3.14) into the expression in the middle of Eq.(3.20).

Similarly, the Jomt probability density of getting the given values of
fo(z,y) under Hy is

(3.21) s = [1/(20)] e86570 .

It follows then that the joint probability density of getting the given
values of f1(z,y) and fz(w y) under H1 is equal to the product P Ps.

Assuming that Hy is true, one arrives at a single equation for the joint
probability density of getting the given values of fi(z,y) and fo(z,y) rather
than two equations. By analogy with the case of H; being true, one ob-
tains that the joint probability density for the sample consisting of the two
windows can be expressed as

(3.22) Py = [1/(2m)1®] 7055 .

In order to derive the statistical test for change detection, one defines
the maaumum likelihood ratio A, which is the following functlon of By, Py,
and Py ([8, 24]):

(323) A:(P:[Pz)/PQ.

Substituting from Eqgs.(3.20) — (3.22) into Eq.(3.23) would result in an
awkward equation. However, this equation can be simplified by raising A to
the power of 1/8 so that

s _ 98
3.24 A= —
(324 103
When trying to evaluate Eq (3.24), one has to find the most convenient
expressions for 4%, &%, and GZ. Substituting from Egs.(3.14), (3.16) and

(3.18) into Eq.(3.19), one obtains after some algebraic manipulations
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. &2 6_2 2 2 " Y, — d‘u 2
(3.25) R ol ol | Wl )
2 u=0v=0 2 '

Substituting from Eq.(3.25) into Eq.(3.24) gives

. . . . 7212
I:U'% + 0'% + iﬂ Zi:o [Cu,v - du,u] ]
(3.26) A8 | B

&} 53
It will be assumed in further developments that the hypothesis Hy is
true.

For simplicity reasons the two estimates of variances, 67 and 4%, in °
Eq.(3.26) can be replaced by one common estimate, equal to their average,

o 1 [3.3 22
B2 di=d=5 |23 [Ren+Hey)| - XY [E.+ 2] -
=0 y=0 =0 v=0
Substituting from Eq.(3.27) into Eq.(3.26) results in
(3.28) ANE=14+FF,

where the variable F} is defined as

1 2 2 . N 2
2 Eo z_:o {Cu’u B du’”]
(329) Fi= 4—— =0v= -
S ¥ S+ B - L 5 [@,+d,)
z=0y=0 Cou=0y=0

Since the variable A is a monotonic function of the variable Fy, one can
use F instead of A in statistical testing. For this purpose the distribution
of the random variable F} is found provided that Hy is true. Expressing F}
as a ratio of its numerator and denominator

(330) Fl = N1/D1 s

one obtains the following results from the statistical analysis of N7 and D;.
Substituting from Eq.(3.7) into Eq.(3.12) leads to™~ -

3 3 :
(3.31) Eupw = Cupy + E Ze(m,y)g(:c?'u;'y,v) .

z=0y=0 :

Since e(z,y) has a distribution N (0, a&);"thé ébibi}é.'gquaiﬁ:iqn implies that the

difference ¢, — &, 5, has a distribution N (0-,;&3)_-,-- and‘a similar observation is
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valid for d, o — d?u,u. Hence, since it was assumed that Hyp is true, it follows
that ¢y = du,y, and the difference

A

(3.32) Buw ~ s

has a distribution N(0,203). The auxiliary variable (Ny/a?), which repre-
sents the numera,tor of Eq.(3.30) in the appropriately normalized form, is
distributed as x? (chi square) with 9 degrees of freedom. By a,nalogy WJth
Eqs.(3.13) and (3. 14), one can write for Dy

3 3

2 2 2
(333) D, = Z: z lfl(x,y) - Z Zéu.ug(xiu;ya”)]

=} y=0 u=0v=0

2 2 2
LYY [fz(w,y) ) Zcfu,m,u:w)]

=0 y=0 u=0v=0

Combining Eq.(3.7) and an analogous expression for fa(z,y) together with
" Eq.(3.33) gives

3 3 2 2 2
(334) D=3 > [e(w,y) + 303 eu ~ éu,uly(m,u;y,v)]

=0 y=0 u=0v=0

2
+ZE I:e(miy)-}' EZ [ tIRY “fiu,u] g(w,U;y,'v)} .

r=0y=0 u=0v=0
Since ey,y — éu,v has a distribution N(0,d), it follows that the sum

2 2
(3.35) Yo 3 leww — uplg(z, 459, v)

u=0v=0

has a distribution N {0 { 1600] and that the expression

(3.36) 8(93, y) + E Z Couu Cu 'u (il: U, y: 'D) y

u=0v=0

which represents a typical term in the first double outer summation on the
right-hand side of Eq.(3.34), has a distribution with mean zero and variance

[l + 32 i6 ok = fg gp. It is assumed, for simplicity reasons, that the expression
(3.36) has a normal distribution with the same mean and variance. Similar
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results are obtained for the second double outer summation on the right-
hand side of Eq.(3.34). It follows then that [%%Dl / 03] , which is a variable

representing the denominator of Eq.(3.30) in an appropriately normalized
form,is distributed as x? with 14 degrees of freedom, where 14=32-18; 32—
number of terms in Dy; 18 — number of constrains, that is the number of
equations for the estimates €u, and dy v.

Defining another variable ¥, which is more convenient to use than Fj,

25 N1/9 175
_—— = ———-Fl
16 Do /14~ 72

one concludes that the variable F' has an F' distribution (named after R.A.
Fisher) with (9, 14) degrees of freedom. The statistical test requires that a
threshold Fy, be chosen such that for F < Fip, the hypothesis Hy would be
accepted, and for F > Fy, the hypothesis Ho would be rejected. The choice
of Fy, depends on the assumed level of significance of the test. A typical
level is 1 or 5%, which means that the probability of not accepting Ho when
there was no motion is, respectively, 1 or 5%. As shown in the tables of the
F distribution ([21]), for 1% significance level Fip, = 4.03, and for 5% level
Fth = 265.

(3.37) F

4. EXPERIMENTAL RESULTS

The experiments were performed on both the simulated images and the
images of a natural scene. The advantage of using simulated images is that
one can consciously select the noise level so that it is easier to observe its
infiuence. The experiments described were conducted on the IBM PC JAT
computer with a program written in the Microsoft C language, version 5.1.

The results of the experiment with the simulated images are shown in
Figs. 1 through 3. In particular, Fig. 1 shows the original 64 x 64 image
simnilar to the one given in the paper [5]. The range of gray values in this
image is 0 through 31. The gray values in Fig. 1 are shifted upwards in com-
parison with [5] to allow for their change both upwards and downwards. A
random number generator ([23]) was used to generate a sample from a uni-
form distribution. By a suitable transformation this sample was converted
into a sample from the normal distribution. Figure 2 shows the image of Fig,.
1 corrupted by noise obtained from the distribution N(0, 1). Adding noise
to the original gray values of Fig. 1 resulted in mumbers with a fractional
part. These numbers were subsequently rounded: to the nearest integer in
the range 0 through 31. Figure 3 shows a sequence of images obtained from
the image of Fig. 1, in which all the characters, with the exception of the
letter B and digit 3, are gradually displaced in: various directions and the
resulting images are corrupted by noise similarly as in Fig. 2. The images
of Figs. 2 and 3 were used as an input to the program calculating the
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FiG. 3. Test sequence of computer-generated images.
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Table 1. Likelihood test results for the sequence of Fig. 3 with F; = 4.03.

&

0000G0G000000000
0011000000001000
0101000000000100
0101100000000010
1011100000000010
0000000000006000
0006000006000000
0000000000000000
0000000000000000
0000000110060000
0111300011000000
0011000001000000
0011060100010001
0300000110600000
0000000000000000
000000000000G000

d

0000000000000016
0010100000001010
0011110000000000
0111110000000110
0100010000000000
(6000000000000000
0000000110001110
0000000011000000
1000000010000000
01060000110000000
0110000110600000
0010000011600000
0011161010000000
0001100110000000
0000100000000000
00060000000100000

b

0000000000000000
0011000000001010
0011100000000000
(0116100000000010
0111160000000010
0000000000001010
000000000¢0010000
00000000000G0000
0000010110000000
0000000011000000
0110000010000000
0011000000100000
0011001010000000
1001000110000000
0000000000000000
0000000000000000

€

0000001100000010
(110110000001010
(0011110000000000
0111110000000010
0101101000001010
0000000110001010
0000000011000000
0000000010001110
00060010110000100
0000000000000000
0110000110000000
0010000011000000
(0010110010000000
0000010110000000
0000110000000000
06006000000300000

C

0000000000000000
0011100000001010
0011160000000100
0101010000000010
0101010000000010
0000000000001110
0000006000000000
0000600110001000
0000000011600000
0060600010600000
0110040100000000
00111G0011000000
00161000100¢6G000
00011001100¢6000
0006000000006000
0006000000000060

f

0000000000000000
(60101100060001010
0011110000000000
0111110000000010
0101101000001010
0000000011000000
0000000011000110
0000000110001110
(000000111601000
0100000000001110
0110000110000000
0116000011000000
0010010010000001
0600110110000000
0000010000000000
00¢0010000000001
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Table 2. Likelihood test results for the sequence of Fig. 3 with Fix = 2.65.

a

0100000100000000
0011100000001000
0111000000100110
0101110000000010
1011100000000010
0600000000000100
0000000000010010
0000000000000000
1000010000000000
0010000110000000
0111010111000000
1011000011000000
0011000100010001
0001100111000000
0010000000000000
0000000000000000

d

0100000110100010
0110100000001010
0111110000001000
(111110000101110
0100011000000000
0000010000001000
0000000110011110
0000060011000100
1000010010600000
0110001110001001
1110010110010000
0010101111010000
0011101011000001
0001100111000000
0000100000110000
0100000000101000

b

0000000000100000
0011100000001010
0111100000001010
0110100000000010
0111101000001110
0600000000011010
0000001016010060
0100000000000000
100601011006006000
0110001011000000
01111000100010600
0011000010100000
1011001011000060
1001000110000000
0100000011010000
0101000100000600

c

0000001100100010
1110111000011010
01111100600110600
0111111000001010
0101111000001010
0000000110001110
0000100011011000
$000000010001110
0000010110000100
0010001001000000
0110000110000000
00100000110100060
0010111010000000
1101010110000000
0000110001010000
0001010010001100

C

0100000010000000
1111100000001010
0111100000001116
0110110000000110
1101010000001110
0000010000001110
0000100000010101
0000000110101000
1000010011000000
0110001011000000
0110000100001011
1011100011100000
0011100011010000
10011001110060000
0000100000010000
0100000000001011

f

0000101000100000
0010110000001010
0111110000001000
0111111000101010
0101111600011010
00000101110000060
000000¢:0011000110
0010000111001110
1000001111001000
0110000000001110
1110010110001100
0110000011000000
1010010011100001
0000110111000000
0000010110000000
1001010010100011
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coefficients of the Walsh functions and performing the maximum likelihood
test. The results of this program are given in Tables 1 and 2 which show
the values of 1 and 0, respectively, for each 4 X 4 window, depending upon
whether there was a statistically significant change or not. There are six
images a) through f) in Fig.3, and Tables 1 and 2 give the results of the
comparison of each of these images with respect to the reference image of
Fig.2. Tables 1 and 2 confirm the fact that the change detection program
correctly detected the motion of the characters as well as the direction of
the displacement. By using & relatively low value of Fij, =2.65, as shown in
Table 2, one extracts a bigger part of the moving object, but at the same
time there are more windows in which the value of 1 is obtained because of
the noise. '

F1G. 4. Starting, reference image for the sequence of Fig.5.

The presented method of motion detection was also tested on real images
obtained by means of the MC9000 Series Modular Camera, manufactured
by RETICON. This camera has 256 x 256 pixels with 64 gray levels. The
results of the experiment with images of the natural scene are shown in
Iigs. 4 through 6. In particular, Fig. 4 shows the reference image with
a cube in the lower right corner. This cube was then moved as shown in
Fig.5 a) through h). The images of Fig. 5 were tested by the computer
program using Fig. 4 as a reference image. Figures 6 a) through h) show
the corresponding results, with a cross placed for each 4 x 4 window in
which statistically significant changes were detected. It was found in this
case that a relatively high value Fyy, = 30.0 allows one to recover the image
of the cube and does not result in too many errors in the background pixels.
The influence of the threshold level is illustrated by Fig.7, which shows the
results obtained for the image of Ilig. 5 a) with Fi, changing in the range
from 20.0 down to 2.65. It is apparent from the examples given that the
threshold level may have to be adjusted to the current operating conditions
of the camera. )

A problem related to detecting a moving object is that of extracting the
image of the object ([1, 8]). One possible technique of doing this is the
following ([1]). The comparison is made between two images in which the



156 M. NIENIEWSKI and P.K. PATHAK

object moves so far that there is no overlapping (compare the motion of the

Fig. 5. Test sequence of images of a natural scene.

letter B and digits 1 and 2 between Figs.2 and 3 f)). For one of the images
considered, all the windows indicating the motion of the object are merged
into a single image of the object by means of a: suitable neighbourhood
analysis. In another technique ([8]), a seqtience. of, say, three images is
tested, in which there is only a slight motion of the object. The second
image in the sequence is used as a reference in the likelihood test for the
first and the third image. The results from the two tests are logically OR-ed,
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independently for each window in the image. This technique allows one to
extract effectively most of the image of the object, but since there may be
a considerable noise influence, noise filtering is necessary before the logical
addition. For example, in the paper {8] all object images consisting of ten
or less 4-connected neighbours were rejected.

AL
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R

F1G. 6. Likelihood test results for the sequence of Fig. 5 with F;, =30.0.
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Fic. 7. Likelihood test results for the image of Fig.5 a} with: a) Fip = 20.0, b) 10.0, c)
4.03, d) 2.65.

5. CONCLUSIONS

The results presented indicate that the Walsh series approximation of
the gray-value function can be used for detecting changes in images. The
assumption that the first 3 X 3 terms of the Walsh series adequately model
this function in the 4 x 4 window proved to work weil and resulted in very
simple calculations. However, bigger windows and a greater number of terms
in the Walsh series might also be used as long as there is room for both the
Walsh series approximation and the inclusion of the influence of noise. It is
also possible to approximate by the Walsh series the difference image which
is obtained by the subtriction of the respective gray levels from two images.
In the case when there is no motion in the window, the non-zero gray levels
in the difference image are the result of the noise. It:can be shown that the
likelihood test for the difference image is similar to the one presented above,
although most of the equations have to be rederived. ~The experiments
conducted by the authors did not show any significant improvement for the
case with the difference image as compared with the approximation of both
images separately, which is described in this paper. The calculations based
on the Walsh series approximation and the maximum likelihood test are
very simple -and may be carried out in‘real time image analysis. One of
the possible uses is finding the areas of interest in an image. Calculation
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of the Walsh function coefficients can take the form of convolution of the
image with local masks. The subsequent maximum likelihood test reduces
to the calculation of the value of F or F based on the definition (3.29). The
detected aveas of interest can then be processed by other methods.
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STRESZCZIENIE

DETEKCJA ZMIAN W DWOCH OBRAZACH PRZY UZYCIU FUNKCJI WALSHA 1
METODY NAJWIEKSZE]J WIARYGODNGOSCL

Funkcja szaroéci w okmnie lokalnym jest aproksymowana za pomoca szeregu funkcji Wal-
sha. Kilka wyrazéw takiego szeregn przedstawia w zadowalajacy sposéb funkcje szarosci
w oknie, a pozostala zmiennodé tej funkcji moina przypisa¢ szumowi. Przy pordwnaniu
dwéch obrazéw znajdnje sie wspéiczynniki funkeji Walsha dla kolejnych poloZei okna w
obu obrazach. Detekcja zmiany pomiedzy dwoma odpowiadajacymi sobie oknami opiera
si¢ na tescie stosunku maksymalnych wiarygodnoéci, polegajacym na wyborze migdzy
dwiema hipotezami: Hy — ruch nie wystepuje, oraz H1 — ruch wystepuje. Przedstawio-
no wyniki detekcji Tuchu dla obrazéw sceny naturalnej otrzymanych przy uiycin kamery
CCD, a takze dla obrazéw symulowanych, poddanych oddzialywaniu szumu gaussow-
skiego. Opisany program komputerowy przeprowadza F-test dla stosunku maksymalnych
wiarygodnoéci. Wykazano, Ze program taki moze by¢ z powodzeniem uzyty do detekeji
zmian w sekwencjach obrazéw.

PE3IOME

AETEKUMS U3MEHEHUM B IBYX U30EPASKEHUAX TPY ITOMOLLM
SYHKLMM YOJIIA M METOJIA MAKCHMAJIBHOT'O TIPAB/OTIOIOBMSA

DYRKIMS APKOCTH B MECTHBIM OKHE aTINPOKCHMHPOBAHA pafoM dbyrknui Yonma.
HeckonLko WieHOB TAKOrG PANA YAGBIETROPHTENbHO MOOSHMPYeT YHKURIO HPKOCTH
B OKHE; A OCTATOYHAN BAPMAHTHOCTH 870N QyHKIMH MokeT GLITL 06bACHEHA BAWA-
nueM myma. JTpu cPpaBHUBARME IRYX OKOH HAXOAAT Koadduumnentsl dynkuuit Yonma
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BAA BCEX OuePeAHBIX NMOJNCHKEHHH okHa B 0Boux naoGpaxcenuax. eTexuns namene-
HUS MeXIY ABYMA COOTBETCTBYIOIINMH OKH&AMH OCHOBAHA Ha NPOBEPKE COOTHOWIEHAA
MAKCHMaIHELX Npasponopobuil W ceommTes K amwbope ogmoll M3 nByx rumores: Hy —
B OKHEe HeT mpwxeHuA, m Hy — B oxHe ecTs ApMkeRue. llpeacTapieHB! pesyibTaThl
JeTeKNHM A3MeHeHRH Aas H3olpaykennl HATYPARLHOH CIEHb] MOXYYEHHEIX MpH Ho-
MOIILZ ONTOBNEKTPOHHKOro cencopa Tuna CCD, a Takske {1A cHMYNupoBaHHEIX H3obpa-
JKeHHH MOABEPrHYTHIX OeHcTBHIO I'AYCCOBCKOro myma, OHHCLIBAEMAH KOMILIOTEpEad
nporpaMMa nponasoguT F- Tect nna cooTHomeHHA MaxCHMaibHBIX NpagononoGui.
IToxa3aHo 4TO Takad DPOrpaMMa MOXKeT SBITL yCHeUIHO DpHMeHEHA AJNA OeTeKHHH
naMeHeHRnH B cexBeHOMM H3obparkcenni.
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